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Abstract

We study the Kronecker coefficients gλ,µ,ν via a formula that was de-
scribed by Mishna, Rosas and Sundaram (2018), in which the coefficients
are expressed as a signed sum of vector partition function evaluations. In
particular, we use this formula to determine formulas to evaluate, bound,
and estimate gλ,µ,ν in terms of the lengths of the partitions λ, µ and ν.
We describe a computational tool to compute Kronecker coefficients gλ,µ,ν
with ℓ(µ) ≤ 2, ℓ(ν) ≤ 4, ℓ(λ) ≤ 8. We present a set of new vanishing con-
ditions for the Kronecker coefficients by relating to the vanishing of the
related atomic Kronecker coefficients, themselves given by a single vec-
tor partition function evaluation. We give a stable face of the Kronecker
polyhedron for any positive integers m,n. Finally, we give upper bounds
on both the atomic Kronecker coefficients and Kronecker coefficients.

1 Introduction

The theory of structure constants that appear in representation theory has proven
to be a source for interesting combinatorics linking a wide variety of discrete objects,
and also of challenging computational questions. The most celebrated example is
the set of Littlewood-Richardson cλµ,ν coefficients, which describe the decomposition
of a tensor product of irreducible representations of the general linear group into
irreducible representations. Here, µ, ν and λ are partitions of a common integer.
Much is known about combinatorial interpretations of cλµ,ν , which are non-negative
integers, and bear interesting scaling properties. Some examples of combinatorial in-
terpretations of the Littlewood-Richardson coefficients, called Littlewood-Richardson
rules, are Littlewood-Richardson tableaux [22], hives [20], and Berenstein-Zelevinsky
triangles [5]. These combinatorial interpretations are often used to derive properties
of the Littlewood-Richardson coefficients: for example the hive interpretation has
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been used to prove that the Littlewood-Richardson coefficients satisfy a saturation
property1 (which we describe in Section 1.2), and also that for fixed partition lengths
they are governed by a piecewise polynomial [32]. Notably, the piecewise polynomial
proof heavily involves vector partition functions.

The Kronecker coefficients gλ,µ,ν (again, indexed by three partitions of the same
integer) are viewed as a big cousin to the Littlewood-Richardson coefficients. Intro-
duced in 1938 by Murnaghan [28], they are the structure constants in the decom-
position of a tensor product of irreducible representations of the symmetric group
into irreducible representations. Although they are also non-negative integers and
share many properties with the Littlewood-Richardson coefficients, despite nearly a
century of research, many basic questions about the Kronecker coefficients are not
fully answered:

“One of the main problems in the combinatorial representation theory of
the symmetric group is to obtain a combinatorial interpretation for the
Kronecker coefficients.” — Stanley [35].

In this work, we improve the answers to four computational questions:

1. What is the value of gλ,µ,ν?

2. When is the value of gλ,µ,ν equal to 0?

3. Does the set of values gλ,µ,ν stabilize as λ, µ, ν grow in a related way?

4. What is an upper bound for the value of gλ,µ,ν?

The formulas involve bounds on the number of parts of the partitions λ, µ, ν. The
number of parts of a partition α is known as its length and the value is denoted here
by ℓ(α). Our answers to the above questions are in terms of m = ℓ(µ) and n = ℓ(ν).
Additionally, we require ℓ(λ) ≤ mn.

Our starting point is a translation of the definition into a generating function
expression:

sλ[XY ] =
∑

µ,ν

gλ,µ,νsµ[X]sν [Y ], (1)

where X := (x1, . . . , xm), Y := (y1, . . . , yn), XY := (x1y1, x1y2, . . . , xmyn). Here,
the Schur functions are indexed by partitions λ, µ, ν with at most mn,m, n parts
respectively, as above. Although it is not obvious from this relation, Kronecker
coefficients are symmetric in λ, µ, ν and so in what follows we will assume that
ℓ(µ) ≤ ℓ(ν) ≤ ℓ(λ). In instances when we focus on the set of partitions of length at
most k, we may pad the partitions with 0’s so that they are all sequences of length k.
Our strategy transforms Eq. (1) to write gλ,µ,ν in terms of vector partition functions,
described below, which are inherently combinatorial and intuitive and may provide
insight to Stanley’s question.

1This was a long-standing conjecture called the Saturation conjecture and was finally proven in
[20].
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1.1 Exact values

Given µ, ν and λ it is difficult to compute gλ,µ,ν unless the partitions have a very small
length. More precisely, the computational complexity of evaluating the Kronecker
coefficient gλ,µ,ν for general partitions λ, µ, ν is #P-hard in the bitlength of the size
of the partitions, and is also contained in GapP [11]2.

Baldoni, Vergne and Walter have written code [2] for use with Maple mathe-
matical software to compute Kronecker coefficients for partitions λ, µ, ν of bounded
lengths precisely under the conditions that either λ, µ, ν all have at most 3 parts, or
ℓ(λ) ≤ 6, ℓ(µ) ≤ 2, ℓ(ν) ≤ 3. There are at least two packages do not a priori bound
the length: Computing multiplicities of Lie group representations of Christandl, Do-
ran, and Walter [13] and the SF Maple package of Stembridge [36], but in practice
they are designed to work on small cases, or particular examples.

In Section 3 we make explicit the general formula of Mishna, Rosas and Sun-
daram [26] in the case of a new formula and an implementation to Kronecker
coefficients for partitions λ, µ, ν of bounded lengths ℓ(λ) ≤ 8, ℓ(µ) ≤ 2, ℓ(ν) ≤ 4.
The implementation is freely available on github at the following url:
https://github.com/strandaf/Kronecker.git.

Example 1.1. For λ = (6, 4, 4, 1), µ = (12, 3), ν = (5, 4, 3, 3), we compute that
gλ,µ,ν = 4. This agrees with [3], who use a combinatorial rule to determine the
value. In their case, the Kronecker coefficient is counting combinatorial objects
called Kronecker tableaux. We remark that the combinatorial rule of Ballantine and
Orellana is valid for computing Kronecker coefficients gλ,µ,ν under the restrictions of
ℓ(µ) ≤ 2 and λ1 ≥ 2µ1 − 1 or ℓ(λ) ≥ 2µ1 − 1 (taking into account the symmetries
interchanging λ, µ, ν).

Example 1.2. For λ = (57, 57, 57, 33, 33, 33, 10, 0), µ = (140, 140), ν = (70, 70,
70, 70), we compute that gλ,µ,ν = 391 using our method. This example led to memory
errors in SF and Sagemath. We remark that it cannot be computed by the Maple
package of Baldoni, Vergne, and Walter [2] because the lengths are longer than they
consider in the code (ℓ(λ), ℓ(µ), ℓ(ν) ≤ 3 and ℓ(λ) ≤ 6, ℓ(µ) ≤ 2, ℓ(ν) ≤ 3).

1.2 Vanishing Conditions

In some applications, it is important but difficult to understand vanishing condi-
tions. These are conditions on λ, µ, and ν that ensure that gλ,µ,ν = 0. Indeed,
the decision question “gλ,µ,ν = 0?” is NP-hard [17]. One challenge is that, unlike
the Littlewood-Richardson coefficients, the Kronecker coefficients do not satisfy the
saturation property. In particular it is possible that for some positive integer k,
gkλ,kµ,kν 6= 0 but gλ,µ,ν = 0 (see for example [9]). Such “holes” add an additional
layer of difficulty in understanding the zeroes of the Kronecker coefficients.

There are numerous vanishing conditions known—typically expressed as inequal-
ities in the parts of λ, µ, ν which guarantee that the coefficient gλ,µ,ν is zero. For

2Problems in GapP can be expressed as the difference of two functions which are in #P.
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example, a classical result of Murnaghan and Littlewood (appearing for example in
[18]) is that for any non-zero Kronecker coefficient gλ,µ,ν , it follows that λ ≤ µ + ν,
where γ is the partition obtained by deleting the first part of partition γ. For small
values of m,n, comprehensive lists of vanishing conditions have been computed by
Klyachko [19] and Franz [16]. Note that these lists do not characterize the afore-
mentioned “holes”, but only the other zeroes. While it is theoretically possible to
describe the full list of such vanishing conditions for any m,n using the methods of
[33], in general it is computationally intractable to make the list explicit.

A set of vanishing conditions valid for triples of partitions of any lengths were
given recently by Ressayre in [34, Theorems 1 and 2].

We provide, in Theorem 4.5, an explicit set of m + n − 2 vanishing conditions
which are easy to generate and verify for any choice of m,n (with l = mn). Although
these are not the “holes”, the approach of Mishna, Rosas, and Sundaram can be used
to give structural insight into the types of cancellation that may occur in that case.

Example 1.3. In the m = 2, n = 3 case we obtain that if the Kronecker coefficient
gλ,µ,ν is non-zero, then each of the following inequalities must hold

ν2 + ν3 ≥ λ3 − λ4 − λ5 − λ6,

µ2 + ν2 + ν3 ≥ λ2 − λ3 − λ4 − 2λ5 − 2λ6,

µ2 + ν2 + 2ν3 ≥ λ2 − λ3 − 2λ4 − 2λ5 − 3λ6.

1.3 Stability

Denote by kα the partition obtained by multiplying each part of α by k. The
Littlewood-Richardson coefficients satisfy a saturation property :

cνλ,µ = 0 ⇐⇒ ckνkλ,kµ = 0.

The Kronecker coefficients do not satisfy such a property universally:

g(1,1),(1,1),(1,1) = 0, but g(2,2),(2,2),(2,2) = 1.

A classic result of Murnaghan states that for partitions (λ, µ, ν), the sequence
(

gλ+(k),µ+(k),ν+(k)

)

k≥0
eventually stabilizes. Since then, many other partition triples

α, β, γ with this property have been identified—that is, the values of the sequence
(gλ+kγ,µ+kα,ν+kβ)k≥0 stabilize for any choice of λ, µ, ν. Such triples (α, β, γ) are called
stable triples. Stabilization phenomenon have been studied in [10, 23, 24, 31, 37].

Consider the set of points constructed by concatenating partitions of fixed length.
Those points that come from partitions giving a non-zero Kronecker coefficient have
a nice geometry. Specifically,

Kronl,m,n := {(λ, µ, ν) ∈ Z
l+m+n : gλ,µ,ν 6= 0, ℓ(λ) ≤ l, ℓ(µ) ≤ m, ℓ(ν) ≤ n}

is a finitely generated semigroup in Z
l+m+n that generates a rational polyhedral

cone. Following Manivel [23], we call this cone the Kronecker polyhedron and denote
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it PKronl,m,n. In [19] the cone PKronl,m,n is computed explicitly for small values of
l,m, n, and it seems the number of inequalities increases rapidly. While this set is
theoretically computable for any positive integers l,m, n, it is quickly computation-
ally infeasible to do so. A stable face of the Kronecker polyhedron is a face consisting
of stable triples.

Using a result of Manivel, we construct a stable face for each choice of m,n by
considering a special case of the general formula of Mishna, Rosas, and Sundaram.
The description is in Theorem 5.4.

1.4 Approximating Kronecker coefficients

Even the problem of approximating the Kronecker coefficients is non-trivial and very
few useful bounds are known. Pak and Panova [29, Corollary 3.4] determine a bound
for partitions λ, µ, ν with ℓ(λ) ≤ l, ℓ(µ) ≤ m, ℓ(ν) ≤ n:

gλ,µ,ν ≤

l
∏

i=1

(

λi − i+mn

mn− i

)

. (2)

More recently, in [30], they obtained the following bound in N = |λ|= |µ|= |ν| via
contingency tables

gλ,µ,ν ≤

(

1 +
lmn

N

)N (

1 +
N

lmn

)lmn

. (3)

We remark that both of these bounds are polynomial in the length of the partitions—
however, the degree is generally not optimal. For example, when l = 4,m = 2, n = 2,
we find that if λ = (N

4
, N

4
, N

4
, N

4
), both bounds are of the order O(N16) whereas the

actual growth is (more precisely) O(N2) [8].

By h(u), we denote the hook-length of the box u in the Ferrers diagram of λ.
The hook length formula [30, Corollary 3.2] also gives a bound:

gλ,µ,ν ≤ min(fλ, fµ, f ν),

where fα := k!∏

u∈[λ]

h(u)
for a partition α of length k.

Here, we give an upper bound based on binomial coefficients, which in some
cases is better than the existing bounds. Below is a typical result, which appears as
Corollary 6.9.

Corollary 1.4. For all partitions λ, µ, ν of N with ℓ(µ), ℓ(ν) ≤ 3, ℓ(λ) ≤ 9.

gλ,µ,ν ≤
9!

2

(

b1 + 15

15

)(

b2 + 7

7

)(

b3 + 1

1

)(

b4 + 3

3

)

where

b1 = ν2 + ν3 − λ4 − λ5 − λ6 − λ7 − λ8 − λ9,

b2 = µ2 + µ3 + ν2 + ν3 − λ2 − λ3 − λ4 − λ5 − 2λ6 − 2λ7 − 2λ8 − 2λ9,

b3 = µ3 + ν2 + ν3 − λ3 − λ4 − λ5 − λ6 − λ7 − 2λ8 − 2λ9,

b4 = µ2 + 2µ3 + 2 ν2 + 3 ν3 − λ2 − 2λ3 − 2λ4 − 3λ5 − 3λ6 − 4λ7 − 4λ8 − 5λ9.
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1.5 Applications

Applications of Kronecker coefficients extend beyond the realm of algebraic combina-
torics. The Geometric Complexity Theory (GCT) program, developed by Mulmuley
and Sohoni, with the goal of solving P versus NP , relies heavily on the computa-
tion of Kronecker coefficients as one of its main ingredients (see [6, 17, 27]). More
specifically, problems of positivity (as discussed in the Appendix of [9] entitled Er-
ratum to the saturation hypothesis (SH) in “Geometric Complexity Theory VI” and
contributed by Mulmuley) related to the previously described saturation problems
play an important role.

Kronecker coefficients appear in quantum computing where they encode the rela-
tionship between composite systems and their subsystems [13, 14, 15]. As in the case
of GCT, being able to determine the positivity of Kronecker coefficients is useful.
In the context of quantum computing, non-zero Kronecker coefficients correspond
to admissible spectral triples which play an important role in the study of bipartite
quantum states in quantum information theory [12].

In the next section we describe the key connection to vector partition functions
which we exploit (in Section 1.6) before we give the precise statements of our main
theorems (in Section 1.7).

1.6 Kronecker coefficients and vector partition functions

Here, we address many of these fundamental questions on Kronecker coefficients
using a detailed analysis of Eq. (1). The first step is to deduce an expression for
gλ,µ,ν using coefficient extraction of multivariate Taylor series of rational functions.
This formulation allows us to represent Kronecker coefficients as a signed sum of
vector partition function evaluations. Let A be a d×n matrix A with integer entries
satisfying

ker(A) ∩ R
n
≥0 = {0}.

Denote the columns of A by a1, . . . , an. The vector partition function pA : Zm
≥0 → Z≥0

is the counting function

pA(b) := #{x ∈ N
d : Ax = b}.

Geometrically, pA(b) is the discrete volume of the polyhedron defined by the
solutions of Ax = b and the inequalities xi ≥ 0 for i = 1, . . . , d. The generating
function formulation is in terms of the coefficient of the term xb in the Taylor series
expansion of a product of geometric series:

pA(b) = [xb]
n
∏

j=1

1

1− xaj
,

with the convention that for vectors u,v ∈ Z
d, uv denotes the product

d
∏

i=1

uvi
i . The

rational function
n
∏

j=1

1
1−x

aj is called the vector partition generating function. Sturm-
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fels [38] determined that the vector partition function is a piecewise quasi-polynomial
whose domains of quasi-polynomiality are convex polyhedral cones called chambers
of a fan called the chamber complex of A (defined by Alekseevskaya, Gelfand and
Zelevinsky [1]). Barvinok gave an algorithm which allows one to compute pA(b) in
polynomial-time for fixed dimension n of the the polytope Ax = b,x ≥ 0 [4]. An
adapted version of this algorithm (the Barvinok-Woods algorithm) has been imple-
mented in C (the implementation is named Barvinok) and is publicly available [21].

We reformulate the expression for gλ,µ,ν given in [26, Theorem 26] as Theorem 1.5
below. The main ingredients in this approach are:

1. a matrix Am,n and its vector partition function pAm,n ;

2. vectors α, β;

3. linear functions rs, rt;

4. linear functions ls(·; σ), lt(·; σ) defined for each σ ∈ Smn.

The quantities α, β, and the linear functions rs, rt, ls, lt (which all depend on m,n)
are explicitly given in the discussion after Theorem 1.5 and defined (implicitly) in
[26]. The matrices Am,n are given implicitly in [26]; we give explicitly only the cases
m = 2, n = 3, 4 used in our work. For given m,n and σ, we call the function in the
parts of λ, µ, ν, bm,n(λ, µ, ν; σ) := (rs(µ, ν) + α− ls(λ; σ), rt(µ, ν) + β − lt(λ; σ)) the
vector partition function input of σ. Additionally, we refer to the quantity

sgn(σ) pAm,n

(

bm,n(λ, µ, ν; σ)

)

as the contribution of the alternant term associated to σ. In general it will be clear
to which m,n we refer, but we explicitly state this when needed.

Theorem 1.5. Let m,n be positive integers. Then for any partitions λ, µ, ν with
ℓ(λ) ≤ mn, ℓ(µ) ≤ m, ℓ(ν) ≤ n, we have

gλ,µ,ν =
∑

σ∈Smn

sgn(σ) pAm,n

(

bm,n(λ, µ, ν; σ)

)

. (4)

The following expressions are valid for all integers u, v with 1 ≤ u ≤ m − 1 and
1 ≤ v ≤ n− 2. The components of the vectors α, β are:

α0 =
1
2 (nm+ n−m− 2)(n− 1)(m− 1),

αu = 1
2

(

u2n− 2unm+ 2nm2 − u2 + u− n− 2m+ 2
)

(n− 1),

βv = 1
12

(

8n2m2−6vnm+5n2m−10nm2+6v2−12vn+6vm−19nm+2m2+18v

+14m) (m− 1).

The components of the vectors rs(µ, ν) and rt(µ, ν) are:

rs(µ, ν)0 = |ν|−ν1 +

(

n− 1

2

)

,
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rs(µ, ν)u =
m
∑

i=u+1

µi + |ν|−ν1 +

(

m− u

2

)

+

(

n− 1

2

)

,

rt(µ, ν)v =
m
∑

i=2

((i− 1)µi) + (m− 1)
v+1
∑

j=2

νj +m

n
∑

j=v+2

νj +

(

m

3

)

+ (m− 1)

(

n− 1

2

)

+

(

n− v − 1

2

)

.

The components of the vectors ls(λ; σ) and lt(λ; σ) are:

ls(λ; σ)0 =
mn
∑

i=m+1

(

λσ(i) + δσ(i)

)

,

ls(λ; σ)u =

m+u(n−1)
∑

i=u+1

(

λσ(i) + δσ(i)

)

+ 2
mn
∑

i=m+u(n−1)+1

(

λσ(i) + δσ(i)

)

,

lt(λ; σ)v =
m
∑

i=2

(i− 1)

(

λσ(i) + δσ(i)

)

+ (m− 1)
m+v
∑

i=m+1

(

λσ(i) + δσ(i)

)

+m

m+n−1
∑

i=m+v+1

(

λσ(i) + δσ(i)

)

+
m−1
∑

i=1

v
∑

j=1

(i+m− 1)

(

λσ(m+i(n−1)+j) + δσ(m+i(n−1)+j)

)

+
m−1
∑

i=1

n−1
∑

j=v+1

(i+m)λm+i(n−1)+j.

The identity permutation in Smn is denoted by Id. It is convenient to have an
explicit derivation in the case when σ = Id:

ls(λ; Id)0 =
mn
∑

i=m+1

λi +
1

2
(nm−m− 1)(n− 1)m,

ls(λ; Id)u =

m+u(n−1)
∑

i=u+1

λi + 2
mn
∑

i=m+u(n−1)+1

λi +
1

2
(m− u)

(

2mn− u−m− 1

)

+ (n− 1)2m−

(

n

2

)

+
1

2
(n− 1)(m− 1)

(

n(m− 1)−m

)

+
1

2
(n− 1)(m− u)

(

mn− u(n− 1)−m− 1

)

,

lt(λ; Id)v =
m
∑

i=2

(i− 1)λi + (m− 1)
m+v
∑

i=m+1

λi +m

m+n−1
∑

i=m+v+1

λi

+
m−1
∑

i=1

v
∑

j=1

(i+m− 1)λm+i(n−1)+j +
m−1
∑

i=1

n−1
∑

j=v+1

(i+m)λm+i(n−1)+j
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+
m

12

(

8m2 − 3m+ 1
)

n2 −m (m+ 1) (10m+ 6 v − 1)n

+ 2m
(

3 v2 + 3 vm+ 2m2 + 6 v + 3m+ 1
)

.

Notably, for all 0 ≤ u ≤ m − 1, the constant term (with respect to λ1, . . . , λmn,

µ1, . . . , µm, ν1, . . . , νn) of the ith coordinate of rs(µ, ν) + α − ls(λ; Id) is 0, and for
all 1 ≤ v ≤ n− 2, the constant term of the jth coordinate of rt(µ, ν) + β − lt(λ; Id)
is also 0. In other words both rs(µ, ν) + α − ls(λ; Id) and rt(µ, ν) + β − lt(λ; Id)
are linear forms whose variables are the parts of λ, µ, ν (and thus so is the vector
partition function input bm,n(λ, µ, ν; Id)).

The expression in Eq. (4) writes the Kronecker coefficient gλ,µ,ν as a signed sum
of permutations. The single term associated with the identity permutation is the
largest, and can be used to derive properties about the Kronecker coefficient. Specif-
ically, for partitions λ, µ, ν with ℓ(µ) ≤ m, ℓ(ν) ≤ n ℓ(λ) ≤ mn, the atomic Kro-
necker coefficient g̃m,n

λ,µ,ν is the coefficient obtained by taking only the contribution of
the alternant term corresponding to the identity permutation in Eq. (4)—that is,

g̃
m,n
λ,µ,ν := pAm,n

(

bm,n(λ, µ, ν; Id)

)

. (5)

Atomic Kronecker coefficients were introduced in [26], where it was proven that in
the m = n = 2 case they provide an upper bound for the Kronecker coefficients.
These authors also conjecture that they provide an upper bound in general [25].
This seems to be justified in each computation we have made (in the m = 2, n = 3, 4
cases). Interestingly, the atomic Kronecker coefficients depend on the values m,n

and not just the indexing partitions. As an example (given also in [26]), consider
λ = (12, 7, 4, 1), µ = (12, 12), ν = (12, 12). If we set, m = n = 2, the atomic
Kronecker coefficient g̃

2,2
λ,µ,ν is 32; however, by by padding λ and ν with zeroes (i.e.

representing λ, ν as λ = (12, 7, 4, 1, 0, 0), ν = (12, 12, 0)), we find that the atomic
Kronecker coefficient g̃

2,3
λ,µ,ν in this case is 8793. The atomic Kronecker coefficients

are expressed using a single partition function, which is polynomial time computable
for a fixed dimension. However, the dimension grows very quickly as a function of
m,n (quadratically in mn).

1.7 Summary of contribution

In this work we apply Theorem 1.5 to study some of the main questions of Kronecker
coefficients: exact computation, vanishing conditions, stability, and upper bounds.
In [26] the authors focused on the m = n = 2 case; we adapt the main ideas of that
article to general m,n. Section 2 describes the pertinent aspects of their work to this
article.

Once an expression of the vector partition function pAm,n as a piecewise quasi-
polynomial has been computed, the complexity of using this form to determine the
Kronecker coefficient comes from the large number, (mn)!, of terms in the sum.
Significantly fewer than the (mn)! terms are needed (either due to vanishing or
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cancellation): when m = n = 2 only 7 of the 24 terms are needed, and when
m = 2, n = 3 at most 482 are needed. However, we do not know how many terms
are needed in general for a given m,n.

Using this to compute gλ,µ,ν is efficient for small m and n, and we have developed
a Sagemath tool for computing Kronecker coefficients gλ,µ,ν for l ≤ 8,m ≤ 2, n ≤ 4.
The exact formulas are given in Section 3. This section is split into two subsections:
in 3.1 we describe the more restricted case ℓ(µ) ≤ 2, ℓ(ν) ≤ 3, ℓ(λ) ≤ 6, and in 3.2
we describe the general case.

In Section 4, we show vanishing conditions (conditions on λ, µ, ν ensuring that
the coefficient in question is 0) on the atomic Kronecker coefficient give vanishing
conditions for the Kronecker coefficients. We subsequently deduce explicit conditions.
These are given in Theorem 4.5. For each m,n we obtain a set of m+n−2 conditions
for partitions λ, µ, ν with ℓ(µ) ≤ m, ℓ(ν) ≤ n, ℓ(λ) ≤ mn. Our conditions have the
advantage of being easy to compute and implement practically.

By considering the set of partition triples (λ, µ, ν) satisfying the equation

bm,n(λ, µ, ν; Id) = 0, (6)

we obtain a stable face of the Kronecker cone PKronmn,m,n. Additionally, each
(λ, µ, ν) satisfying the above equation has the property that gλ,µ,ν = 1, and moreover
the partition triple is stable (Theorem 5.4). Eq. (6) is natural to consider from the
point of view of the expression for the Kronecker coefficient given in Eq. (4). In this
case, the contribution of the alternant term associated to the identity permutation is
1, and the contribution of all other alternant terms is 0 (and so the atomic Kronecker
coefficient and Kronecker coefficient are both equal to 1). These results are described
in Section 5.

The atomic Kronecker coefficient can be bounded from above using binomial
coefficients (Theorem 6.5). By bounding each of the terms of Eq. (4) we are able to
obtain upper bounds for the Kronecker coefficients which seem to be best known in
certain cases. This is described in Section 6, and the main results are Corollaries 6.8
and 6.6.

Finally, in Section 7 we summarize some open questions.

2 Vector partition functions and Kronecker coefficients

The central formula, Eq. (4), was developed by Mishna, Rosas and Sundaram [26].
It is deduced from the formula using Schur polynomials, determinant formulas for
Schur polynomials and, a variable substitution. We reproduce some of the details
here to establish notation.
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2.1 From Schur polynomials to vector partition generating functions

We recall the staircase partition δ(k) = (k − 1, k − 2, . . . , 1, 0). For λ with ℓ(λ) ≤ k,
the alternant aλ(x1, . . . , xk) is the anti-symmetric polynomial

aλ(x1, . . . , xk) := det(x
λj

i )1≤i,j≤k.

An expression for the Kronecker coefficients involving alternants is

aδn[X]aδn[Y ]

aδmn[XY ]

aλ+δmn
[XY ] =

∑

µ,ν

gλ,µ,νS(aµ+δm [X])S(aν+δn [Y ]),

where X = (1, x1, . . . , xm−1), Y = (1, y1, . . . , yn−1), XY = (1, x1, . . . , xm−1, y1, . . . ,

yn−1, x1y1, x1y2, . . . , xm−1yn−1), and

S(aα(z1, . . . , zk)) =
k
∏

i=1

zαi

i ,

for a partition α of length at most k.

The ratio of alternants
aδm [X]aδm [Y ]

aδmn [XY ]
simplifies to the rational function

aδm [X]aδn [Y ]

aδmn
[XY ]

=
1

ABCDEF

with the following polynomials:

A =
n
∏

j=1

m
∏

i=1

(xi − yj), (7)

B =
n
∏

j=1

m
∏

i=1

(1− xiyj), (8)

C =
m−1
∏

i=1

xn−1
i

n−1
∏

j=1

ym−1
j

m−1
∏

i=1

(1− xi)
n−1
∏

j=1

(1− yj)
m−1, (9)

D =
m−1
∏

k=1,k 6=i

m−1
∏

i=1

n−1
∏

j=1

(xk − xiyj)
m−1
∏

k=1,k 6=i

m−1
∏

i=1

n−1
∏

j=1

(yk − xiyj), (10)

E =
n−1
∏

j 6=l=1

∏

1≤i<k≤m−1

(xiyj − xkyl), (11)

F =
m−1
∏

i=1

x
(n−1

2 )
i

n−1
∏

j=1

y
(m−1

2 )
j

∏

1≤i<k≤m−1

(xi − xk)
n−1

∏

1≤j<l≤n−1

(yj − yl)
m−1. (12)

After the variable substitution

xi = s1s2 . . . si(t1t2 . . . tn−2)
i for 1 ≤ i ≤ m− 1,
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and yj = s0s1 . . . sm−1(t1t2 . . . tn−2)
m−1t1t2 . . . tj−1 for 1 ≤ j ≤ n− 1

the rational function 1
ABCDEF

can be written as the product

sαtβFm,n(s0, s1, . . . , sm−1, t1, . . . , tn−2)

where Fm,n is a vector partition generating function in the variables s0, s1, . . . , sm−1,

t1, . . . , tn−2. After the variable substitution, the terms S(aµ+δm [X]) and S(aν+δn [Y ])
become srs(µ,ν) and trt(µ,ν) respectively. Finally, the term of the determinant

aλ+δmn
(1, s0, . . . , sm−1, t1, . . . , tn−2)

corresponding to permutation σ becomes sls(λ;σ)tlt(λ;σ).

For a monomial M and variable x, by degx(M) we denote the exponent of x in
the monomial M .

Proposition 2.1. Let u ∈ {1, s0, . . . , sm−1, t1, . . . , tn−2}. Then

degu(1) ≤ degu(x1) ≤ . . . ≤ degu(xm−1)

≤ degu(y1) ≤ . . . ≤ degu(yn−1)

≤ degu(x1y1) ≤ degu(x1y2) ≤ . . . ≤ degu(xm−1yn−1). (13)

2.2 The vector partition functions pAm,n

By PA(b) we denote the set PA(b) := {x ∈ Z
n
≥0 : Ax = b} of vector partitions of

b, so that pA(b) is the cardinality of PA(b). By exploiting some of the properties of
the matrices Am,n given in Corollary 30 of [26] (Properties 1–5 in the list below), we
can deduce properties of the corresponding vector partition functions pAm,n without
explicitly computing the associated piecewise quasi-polynomials:

(i) each entry of Am,n is a non-negative integer;

(ii) the largest entry of Am,n is 2m− 1;

(iii) the number of columns of Am,n is
(

mn

2

)

−
(

n

2

)

−
(

m

2

)

;

(iv) the number of rows of Am,n is m+ n− 2;

(v) each of the standard basis vectors appears as a column of Am,n, and so its rank
is m+ n− 2.

3 Explicit computation of Kronecker coefficients

When the partition lengths are sufficiently small, it is computationally feasible to
determine the vector partition functions needed to compute individual Kronecker
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coefficients gλ,µ,ν . We provide explicit formulas for two cases here, starting from Eq.
(4), rewritten below:

gλ,µ,ν =
∑

σ∈Smn

sgn(σ) pAm,n

(

bm,n(λ, µ, ν; σ)

)

.

We compute pAm,n first for m = 2, n = 3, then m = 2, n = 4 (the m = n = 2 case
appears in [26]). Remark that, to compute a coefficient, it is best to minimize the
choice of m and n that bound the lengths of µ and ν. The first optimization comes
from trying to identify which terms in the sum are zero. Recall, in the m = n = 2
case, only 7 of the terms are needed since of the original 4! = 24 terms in the right
hand side: 13 of them always evaluate to zero for partitions λ, µ, ν, and another 4
of them cancel pairwise. To eliminate terms in other cases, we consider restrictions
imposed by positivity in the linear algebra system, and the partition inequalities on
the parts of the partitions.

3.1 Exact expressions for gλ,µ,ν when ℓ(λ) ≤ 6, ℓ(µ) ≤ 2, ℓ(ν) ≤ 3

The matrix A2,3 is determined in [26, Example 5]:

A2,3 =





1 0 0 1 0 0 0 1 1 1 1
0 1 0 0 1 1 1 1 1 2 2
0 0 1 1 1 1 2 1 2 2 3





Using Barvinok it is straightforward to determine that corresponding vector parti-
tion function pA2,3 is of degree 8 and has 34 chambers. At most 482 of the 720 terms
of the alternant aλ+δ6 yield a non-zero contribution to the Kronecker coefficient com-
putation. The most non-zero terms we have found for any given coefficient is 288.
This occurs for µ = (99, 99), ν = (66, 66, 66), λ = (87, 87, 24, 0, 0, 0). It is less clear
how to find cancelling pairs as in the m = n = 2 case, so this remains a place for
potential optimization—each term represents a vector partition function evaluation,
which in the worst case means searching through all chambers. The formula is as
follows.

Proposition 3.1. Let λ, µ, ν be partitions with ℓ(λ) ≤ 6, ℓ(µ) ≤ 2, ℓ(ν) ≤ 3. Then
the Kronecker coefficient is given by

gλ,µ,ν =
∑

σ∈S6

sgn(σ)

pA2,3 (ν2+ν3+6−ls(λ;σ)1, µ2+ν2+ν3+11− lt(λ;σ)1, µ2+ν2+2ν3+13− lt(λ;σ)2) , (14)

and the atomic Kronecker coefficient is given by

g̃
2,3
λ,µ,ν = pA2,3 (ν2 + ν3 − λ3 − λ4 − λ5 − λ6, µ2 + ν2 + ν3 − λ2 − λ3 − λ4 − 2λ5 − 2λ6,

µ2 + ν2 + 2ν3 − λ2 − λ3 − 2λ4 − 2λ5 − 3λ6) . (15)
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The implementation of Baldoni, Vergne and Walter [2] takes on the order of 1
minute to compute a 2, 3, 6 Kronecker coefficient whereas our implementation takes
on the order of 10 microseconds. However, they are able to compute dilated Kro-
necker coefficients and, more generally, expressions that hold over the entire chamber,
while our code does not do either.

3.2 Exact expressions for gλ,µ,ν when ℓ(λ) ≤ 8, ℓ(µ) ≤ 2, ℓ(ν) ≤ 4

It is straightforward to determine A2,4 following the same method

A2,4 =









0 0 0 1 0 0 0 1 1 0 0 0 0 0 1 0 1 1 1 1 1
0 0 1 0 0 1 1 0 0 1 1 1 1 1 1 1 1 1 2 2 2
0 1 0 0 1 0 1 1 1 1 1 1 1 2 1 2 2 2 2 3 3
1 0 0 0 1 1 0 0 1 1 1 1 2 1 1 2 1 2 2 2 3









.

The corresponding vector partition function pA2,4 is of degree 17 with 4328 chambers.
It took roughly 20 days to compute it on the Compute Canada Cedar research cluster.
The vector partition function is available in .sobj format and in .txt format. The
.txt format is the raw output from Barvinok. The computation is done by calling
the enumerate function of Barvinok, and the output is given as a piecewise step
polynomial (see [39] for details). We do not convert from this form, but simply use
the expression as is to evaluate points for exact computations.

Out of the 8!= 40320 terms of the alternant aλ+δ8 , at most 28322 yield a non-zero
contribution to the Kronecker coefficient. It is not apparent if they can be grouped
for cancellation as in the m = n = 2 case.

Proposition 3.2. Let λ, µ, ν be partitions with ℓ(λ) ≤ 8, ℓ(µ) ≤ 2, ℓ(ν) ≤ 4. Then
the Kronecker coefficient is given by

gλ,µ,ν =
∑

σ∈S8

sgn(σ)pA2,4(ν2 + ν3 + ν4 + 15− ls(λ;σ)1, µ2 + ν2 + ν3 + ν4 + 24

−ls(λ;σ)2, µ2+ν2+2ν3+2ν4+32− lt(λ;σ)1, µ2+ν2+ν3+2ν4+27−lt(λ;σ)2), (16)

and the atomic Kronecker coefficient is given by

g̃
2,4
λ,µ,ν = pA2,4(ν2 + ν3 + ν4 − λ3 − λ4 − λ5 − λ6 − λ7 − λ8,

µ2 + ν2 + ν3 + ν4 − λ2 − λ3 − λ4 − λ5 − 2λ6 − 2λ7 − 2λ8, (17)

µ2 + ν2 + 2ν3 + 2ν4 − λ− λ3 − 2λ4 − 2λ5 − 2λ6 − 3λ7 − 3λ8,

µ2 + ν2 + ν3 + 2ν4 − λ2 − λ3 − λ4 − 2λ5 − 2λ6 − 2λ7 − 3λ8)

The A3,3 matrix is straightforward to compute; it has 4 rows and 30 columns.
However obtaining the piecewise quasi-polynomial representation of the vector par-
tition function was not computationally feasible: we had no results after roughly 30
days on the Compute Canada research cluster Cedar at which time the computation
was terminated by the server.
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4 Vanishing conditions

A key to our analysis is a dominance property of vector partition functions. We use
this property to prove Theorem 4.5, a generalization of some non-vanishing conditions
for the Kronecker coefficients given in [7]. Let u,v ∈ R

k. We say that u dominates
v if ui ≥ vi for each 1 ≤ i ≤ k, and we denote this by u � v.

Lemma 4.1. Let m,n be positive integers, if a � b, then pAm,n(a) ≥ pAm,n(b)

Proof. Each of the standard basis vectors e1, . . . , em+n−2 is a column of Am,n. With-
out loss of generality assume that columns 1, . . . ,m + n − 2 are the standard ba-
sis vectors e1, . . . , em+n−2 in the same order. It follows that any vector partition
x ∈ SAm,n(b) can be mapped to a unique vector partition x′ ∈ SAm,n(a) by taking
x′

i := xi + (ai − bi)ei for each 1 ≤ i ≤ m + n − 2. This forms an injective map
from PA(b) to PA(a).

Lemma 4.2. Let m,n be positive integers. Let σ1, σ2 ∈ Smn such that

(ls(λ; σ1), lt(λ; σ1)) � (ls(λ; σ2), lt(λ; σ2))

for all partitions λ with ℓ(λ) ≤ mn. Then

pAm,n

(

bm,n(λ, µ, ν; σ1)

)

≤ pAm,n

(

bm,n(λ, µ, ν; σ2)

)

for all partitions λ, µ, ν with ℓ(λ) ≤ mn, ℓ(µ) ≤ m, ℓ(ν) ≤ n.

Proof. Multiplication by −1 reverses domination. The domination of one vector
over another is preserved if we subtract the same vector from both sides, and if
we add a positive vector to the larger one. Thus, for any partitions λ, µ, ν with
ℓ(λ) ≤ mn, ℓ(µ) ≤ m, ℓ(ν) ≤ n, we find that

bm,n(λ, µ, ν; σ2) =

(

rs(µ, ν), rt(µ, ν)) + (α, β)− (ls(λ; σ2), lt(λ; σ2)

)

�

(

rs(µ, ν), rt(µ, ν)) + (α, β)− (ls(λ; σ1), lt(λ; σ1)

)

= bm,n(λ, µ, ν; σ1).

Then by Lemma 4.1 we have that

pAm,n

(

bm,n(λ, µ, ν; σ2)

)

≥ pAm,n

(

bm,n(λ, µ, ν; σ1)

)

as required.

The previous lemma induces a poset structure on Smn via the relation σ2 ≥ σ1

if and only if
(ls(λ; σ1), lt(λ; σ1)) � (ls(λ; σ2), lt(λ; σ2))
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1234

1324 21341243

312421431342

Figure 1: The poset of contributing alternant terms in the m = n = 2 case.
Each alternant term is given by its permutation in one line notation.

for all partitions λ with ℓ(λ) ≤ mn. Figure 1 illustrates the poset for the m = n =
2 case, showing only the permutations associated to the 7 alternant terms which
contribute to the Kronecker coefficient. The poset in the figure is the dependency
digraph for the monomials in Pλ given in [26, Figure 4]. However, there the poset is
computed by comparing the contributions of the alternant terms as opposed to the
vector partition function inputs. Our approach allows us to compute the posets for
larger m,n when comparing the contributions is infeasible (either due to the large
number of chambers or the difficulty of computing the vector partition function as a
piecewise quasi-polynomial).

In the following lemma we show that the identity permutation is a maximal
element of the poset for any positive integers m,n (in fact it is unique, and thus the
maximal element).

Lemma 4.3. For all σ ∈ Smn and partitions λ of length at most mn,

(ls(λ; σ), lt(λ; σ)) � (ls(λ; Id), lt(λ; Id)).

Proof. The alternant aλ+δmn
is the determinant of the matrix (z

λj

i )1≤i,j≤mn where zi
is the ith variable in XY . The kth coordinate of (ls(λ; σ), lt(λ; σ)) is

(ls(λ; σ), lt(λ; σ))k =
mn
∑

i=1

(λi +mn− i) degu(zσ−1(i))

where u is the kth element of (1, s0, . . . , sm−1, t1, . . . , tn−2). Since (λ1 +mn− 1, λ2 +
mn− 2, . . . , λmn) is a monotonically decreasing sequence, and degu is monotonically
increasing over

(1, x1, . . . , xm−1, y1, . . . , yn−1, x1y1, . . . , xmyn),

the above expression is minimized for the term obtained by the change of variables
from

1λ1+mn−1xλ2+mn−2
1 . . . (xmyn)

λmn

corresponding to the identity permutation.
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Combining the previous two lemmas yields the following result relating the atomic
Kronecker coefficient g̃m,n

λ,µ,ν with the Kronecker coefficient gλ,µ,ν , from which vanishing
conditions (given in Theorem 4.5) can be derived.

Lemma 4.4. Let λ, µ, ν be partitions with ℓ(λ) ≤ mn, ℓ(µ) ≤ m, ℓ(ν) ≤ n for some
positive integers m,n. If g̃m,n

λ,µ,ν = 0, then gλ,µ,ν = 0.

Proof. If g̃m,n
λ,µ,ν = 0 then for any σ ∈ Smn,

0 = g̃
m,n
λ,µ,ν = pAm,n

(

bm,n(λ, µ, ν; Id)

)

by Eq. (5),

≥ pAm,n

(

bm,n(λ, µ, ν; σ)

)

by Lemmas 4.2 and 4.3,

≥ 0,

and thus pAm,n

(

bm,n(λ, µ, ν; σ)

)

= 0. Since it is true for all σ, all the terms in the

sum in Eq. (4) vanish, and so gλ,µ,ν = 0.

Since g̃
m,n
λ,µ,ν is given by a single vector partition function evaluation pAm,n(b),

we know that it is 0 exactly when b is not in the cone generated by the columns
of Am,n. This occurs if and only if bi < 0 for some 1 ≤ i ≤ m + n − 2. Since
b = (rs(µ, ν)+α−ls(λ, Id), rt(µ, ν)+β−lt(λ, Id)) for the atomic Kronecker coefficient
g̃
m,n
λ,µ,ν , we get a set of vanishing conditions for the Kronecker coefficient gλ,µ,ν . We
express the conditions using the contrapositive (i.e. we give conditions imposed on
λ, µ, ν if the Kronecker coefficient is non-zero) since the set of λ, µ, ν satisfying them
forms a cone.

Theorem 4.5. Let m,n be positive integers and λ, µ, ν be partitions with ℓ(λ) ≤
mn, ℓ(µ) ≤ m, ℓ(ν) ≤ n. If gλ,µ,ν 6= 0 then each of the following inequalities hold:

m
∑

k=1

λk ≥ ν1;

For all a satisfying 1 ≤ a ≤ m− 1:

a
∑

k=1

λk −

m+(a+1)(n−1)
∑

k=m+n

λk ≥ ν1 −

m
∑

k=a+1

µk

For all b satisfying 1 ≤ b ≤ n− 2:

mλ1 +
∑m

k=2(m− k + 1)λk +
∑m+b

k=m+1 λk −
∑m−1

i=1

∑b

j=1(i− 1)λm+i(n−1)+j

−
∑m−1

i=1

∑n−1
j=b+1 iλm+i(n−1)+j

≥ mν1 +
∑b+1

k=2 νk −
∑m

k=2(k − 1)µk.
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Remark 4.6. When m = n = 2, Theorem 4.5 reduces to vanishing conditions given
by Bravyi in [7]. This case was worked out explicitly in [26, Proposition 5].

An inequality n · x ≤ 0 is essential for a cone τ if {x : n · x = 0} ∩ τ is a facet of
τ , and each p ∈ τ satisfies the inequality (n · p ≤ 0 for all p ∈ τ).

Remark 4.7. Klyachko [19] gives the full list of 41 essential inequalities in the m =
2, n = 3 case. In this case, none of our inequalities appear on Klyachko’s list. Thus,
while our inequalities are easy to compute and use practically, regrettably none are
essential inequalities for the cone PKron6,2,3. Thus, one should not expect, for general
m,n, that the inequalities given by Theorem 4.5 are essential.

Ressayre determined two sets of vanishing conditions for the Kronecker coeffi-
cients for any lengths l,m, n which are essential, [34, Theorems 1 & 2].

Theorem 4.8 (Ressayre [34]). Let e, f be two positive integers, and let λ, µ, ν be
partitions of N with

ℓ(µ) ≤ e+ 1, ℓ(ν) ≤ f + 1, ℓ(λ) ≤ e+ f + 1. (18)

If gλ,µ,ν 6= 0, then
N + λ1 + λe+j ≤ µ1 + ν1 + νj

for all 2 ≤ j ≤ f + 1.

These are quite strong, although there is likely a small error in these conditions
as written, given the following example we found.

Example 4.9. Upon setting e = 1, f = 3, n = 4 and j = 4 in Eq. (18), ℓ(µ) ≤
2, ℓ(ν) ≤ 4, ℓ(λ) ≤ 5 and the Kronecker coefficient gλ,µ,ν should be 0 if, furthermore,

|λ|+λ1 + λ5 > µ1 + ν1 + ν4. (19)

Consider λ = (1, 1, 1, 1, 0), µ = (2, 2), ν = (2, 2). Inequality (19) is satisfied, but
gλ,µ,ν = 1, not 0. A second example is given by λ = (4), µ = (2, 2), ν = (2, 2).

5 A stable face of the Kronecker polyhedron

By considering a set of conditions implying that the atomic Kronecker coefficient
and Kronecker coefficient are both equal to 1, we are able to obtain a stable face
of the Kronecker polyhedron PKronmn,m,n for each m,n. Moreover, each partition
triple (λ, µ, ν) satisfying these conditions is a stable triple. We note that elements of
this approach appear in [25] for the case m = n = 2.

Proposition 5.1. If bm,n(λ, µ, ν; Id) = 0, then gλ,µ,ν = g̃
m,n
λ,µ,ν = 1.

Proof. When bm,n(λ, µ, ν; Id) = 0, bm,n(λ, µ, ν; σ) has at least one negative coordi-
nate for each σ ∈ Smn, σ 6= Id, and so

gλ,µ,ν = g̃
m,n
λ,µ,ν = pAm,n(bm,n(λ, µ, ν; Id)) = 1.
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The condition bm,n(λ, µ, ν; Id) = 0 yields m+n−2 equations involving the parts
of λ, µ, ν. By also including the equations |λ|= |µ|= |ν|, we obtain relatively simple
expressions for each part of µ and ν in the parts of λ.

Proposition 5.2. Let λ, µ, ν be partitions of the same positive integer N with ℓ(µ) ≤
m, ℓ(ν) ≤ n, ℓ(λ) ≤ mn. Then bm,n(λ, µ, ν; Id) = 0 if and only if (λ, µ, ν) satisfies
the following equations:

µu = λu +

m+u(n−1)
∑

i=m+(u−1)(n−1)+1

λi for u = 1, . . . ,m, (20)

ν1 =
m
∑

i=1

λi, (21)

νv =
m−1
∑

i=0

λm+(n−1)i+v−1 for v = 2, . . . , n. (22)

The proof of this appears in Appendix 7. The following result follows directly
from Propositions 5.1 and 5.2.

Corollary 5.3. Let λ, µ, ν be partitions of N with ℓ(µ) ≤ m, ℓ(ν) ≤ n, ℓ(λ) ≤ mn,
such that λ, µ, ν satisfy Eqs. (20)–(22). Then gλ,µ,ν = g̃

m,n
λ,µ,ν = 1.

We can say more about the partition triples (λ, µ, ν) satisfying Eqs. (20)–(22).
We follow [24] for notation. A triple of partitions (λ, µ, ν) is called weakly stable if
gkλ,kµ,kν = 1 for each positive integer k. Recall that a triple of partitions (λ, µ, ν) is
stable if for any partitions α, β, γ the sequence (gα+kλ,β+kµ,γ+kν)k≥0 stabilizes.

For given positive integers l,m, n, the weight lattice Wl,m,n is the sublattice of
Z

l+m+n defined by the equations |λ|= |µ|= |ν|. In [24], Manivel defines a stable
face of the cone PKronl,m,n to be a face of PKronl,m,n whose intersection with Wl,m,n

is a subset of SKronl,m,n—the set of all weakly stable triples (λ, µ, ν) with ℓ(λ) ≤
l, ℓ(µ) ≤ m, ℓ(ν) ≤ n. A stable face is maximal if it is maximal in SKronl,m,n.

Note that the set of triples (λ, µ, ν) satisfying Eqs. (20)–(22) along with the
partition inequalities (for any partition α of length k, α1 ≥ α2 ≥ . . . ≥ αk ≥ 0)
generate a cone τm,n. By Corollary 5.3, each λ, µ, ν in the intersection τm,n∩Wmn,m,n

is weakly stable. In fact, as the next theorem shows, they are actually stable.

Theorem 5.4. Each triple λ, µ, ν satisfying Eqs. (20)–(22) is a stable triple. More-
over, the cone τm,n is a stable face of PKronmn,m,n.

The proof of the previous theorem is given in Appendix 7. It relies on the con-
nection between additive tableaux and stable faces given in [23, Propositions 7 and
9].

Example 5.5. Let λ = (10, 8, 5, 3, 2, 2), µ = (17, 12), ν = (18, 7, 5). One can
check that λ, µ, ν satisfy Eqs. (20)–(22). Further we have checked that gkλ,kµ,kν = 1
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for all positive integers k computing the quasi-polynomial gkλ,kµ,kν via the code of
Baldoni, Vergne and Walter. We now give an example to illustrate the stability of
λ, µ, ν. For α = (34, 27, 20, 12, 4, 3), β = (70, 30), ν = (43, 39, 18), the sequence
(gα+kλ,β+kµ,γ+kν)k≥1 stabilizes at 44729 at k = 6. The sequence from k = 0 to 6 is
2566, 18028, 36174, 43896, 44638, 44713, 44729.

We note that the stable face τm,n is not maximal in general. For example, τ3,3 is
contained in the stable faces F−

2 , F−
5 , F−

7 and F8 from [24, Example 2]. In particular,
F−
5 is the (maximal) stable facet defined by the intersection of PKron9,3,3 and the

equation

µ2 + 2µ3 + 2ν2 + 3ν3 = λ2 + 2λ3 + 2λ4 + 3λ5 + 3λ6 + 4λ7 + 4λ8 + 5λ9

which is b3,3(λ, µ, ν; Id)4 = 0.

We remark also that a couple of well-known results are implied by Theorem 5.4.
When λ, µ, ν are each rectangular partitions of lengths mn,m, n respectively (that
is λ1 = · · · = λmn, µ1 = · · · = µm, ν1 = · · · = νn), the Kronecker coefficient is 1
(and the triple (λ, µ, ν) is stable). It is straightforward to check that λ, µ, ν satisfy
Eqs. (20)–(22). The case µ = λ and ℓ(ν) = 1 (so ν = (|λ|)) also satisfies the same
equations (and again the Kronecker coefficient in this case is 1, and the partition
triple (λ, µ, ν) is stable).

6 Upper bounds for Kronecker coefficients

The atomic Kronecker coefficients are given by a single vector partition function
evaluation pAm,n(b). By constructing a companion matrix to Am,n, we are able to
obtain a simpler vector partition function for which the evaluations can be computed
by hand and whose evaluations bound pAm,n from above. By bounding each of
the terms of Eq. (4), we are then able to obtain upper bounds for the Kronecker
coefficients.

6.1 A bound in terms of atomic Kronecker coefficients

In [26], Mishna, Rosas and Sundaram show that in the m = n = 2 case, the atomic
Kronecker coefficient g̃2,2λ,µ,ν bounds the corresponding Kronecker coefficient gλ,µ,ν from
above, and in [25] they conjecture that this is the case in general. Since we do know
that the atomic Kronecker coefficient is the largest term in the sum, we can use this
to give a general weaker bound.

Proposition 6.1. Let λ, µ, ν be partitions with ℓ(µ) ≤ m, ℓ(ν) ≤ n, ℓ(λ) ≤ mn.
Then

gλ,µ,ν ≤
(mn)!

2
g̃
m,n
λ,µ,ν .

Proof. Splitting the sum in Eq. (4) in two, one for the permutations with positive
sign, and one for the permutations with negative sign, we bound each of the negative
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sign terms above by 0 and each of the positive terms by the atomic term (by Lemmas
4.1 and 4.3).

6.2 Estimating atomic Kronecker Coefficients

We can approximate the partition function of a matrix A by replacing its columns
with standard basis vectors so that the rank is preserved. Partition functions of
such matrices are easy to write using binomial coefficients. Lemma 6.3 describes
the replacement process and Proposition 6.4 is the resulting bound. The following
proposition sets up Lemma 6.3.

Proposition 6.2. Let A be a d× n matrix with integer entries and ker(A) ∩R
m
≥0 =

{0}. Let c be a column of A, and let c′ be a 1 × n vector. Let A′ be the matrix
obtained by replacing column c with c′. If pA′(c) ≥ pA(c), then

pA′(b) ≥ pA(b)

for all b ∈ Z
d
≥0.

Proof. Let j be the index at which column c appears in A (and thus column c′

appears in A′). Partition the set of vector partitions PA(b) of b into U1 := {x :
Ax = b, xj = 0} and U2 := {x : Ax = b, xj > 0}. The set U1 is equal to the
set {x : A′x = b, xj = 0}. Also c ∈ {A′x : xj > 0} since pA′(c) ≥ pA(c), and so
|U2|≤ |{x : A′x = b, xj > 0}|. Thus pA(b) = |U1|+|U2|≤ pA′(b) as required.

The following Lemma describes how to replace columns of Am,n with standard
basis vectors via the previous proposition.

Lemma 6.3. Let A be a d × n matrix with non-negative integer entries and each
standard basis vector e1, . . . , ed appearing as a column of A. Let c be a column of A,
and let I = {k : ck > 0, 1 ≤ k ≤ n} be the set of non-zero coordinates of c. Let E(i)

denote the matrix obtained by replacing column c with ei for some i ∈ I. Then

pE(i)(b) ≥ pA(b)

for all b ∈ Z
d
≥0.

Proposition 6.4. Let E be a d × n matrix such that the columns of E are formed
by taking ij copies of each standard basis vector ei where i1, . . . , id ≥ 0. Then

pA(b) =
k
∏

i=1

(

bi + ij − 1

ij − 1

)

.

Proof. For each component i we must take a total of bi copies of the standard basis
vector ei. We can think of this problem as distributing bi balls to the ij different
columns of A which are the copies of ei. This is counted by the ith term in the given
product of binomial coefficients.
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By application of Lemma 6.3 and Proposition 6.4 we obtain binomial coefficient
bounds for the atomic Kronecker coefficients, and thus the Kronecker coefficients as
well. The technical details of the proof appear in Appendix 7 where we work out
explicitly which columns have which non-zero coordinates. Note that there are many
choices of column replacements that can be made, and different choices provide better
bounds for certain choices of λ, µ, ν. The formulation of Theorem 6.5 represents a
single choice whose advantage is that it is relatively simple to explain.

Theorem 6.5. Let m,n be positive integers, and λ, µ, ν be partitions with ℓ(λ) ≤
mn, ℓ(µ) ≤ m, ℓ(ν) ≤ n. Then:

g̃
m,n
λ,µ,ν ≤

(

b1 + c1

b1

)(

b2 + c2

b2

)(

bm+n−2 + c3

bm+n−2

) m
∏

i=3

(

bi + f1(i)

bi

) n−3
∏

j=1

(

bm+j + f2(j)

bm+j

)

,

(23)
where b = (b1, . . . , bm+n−2) = bm,n(λ, µ, ν; Id) and

c1 = (m2 − 1)(n− 1)− 1,

c2 = (m− 1)(n− 1)2 − 1,

c3 =

(

m− 1

2

)

(n− 1) + (m− 1)− 1,

f1(i) = 2

(

n− 1

2

)

(i− 2)− 1,

f2(j) = (n− j − 1)(m− 1)− 1.

Corollary 6.6. Theorem 6.5 in combination with Proposition 6.1 gives:

gλ,µ,ν ≤
(mn)!

2
R1

where R1 is the expression on the right-handside of Inequality (23).

We also give a weaker general bound which depends only on m,n and the size N
of the partitions λ, µ, ν. We do this by bounding the coordinates of bm,n by multiples
of N .

Corollary 6.7. Let m,n be positive integers, and λ, µ, ν be partitions of N with
lengths at most mn,m, n respectively. Then

g̃
m,n
λ,µ,ν

≤

(

N+c1

N

)(

2N+c2

2N

)(

(2m−1)N+c3

(2m− 1)N

) m
∏

i=3

(

2N+f1(i)

2N

) n−3
∏

j=1

(

(2m−1)N+f2(j)

(2m− 1)N

)

(24)

where c1, c2, c3, f1, f2 are as in Theorem 6.5.

Proof. Recall that for each component of bm,n(λ, µ, ν; Id) = (rs(µ, ν)+α− ls(λ; Id),
rt(µ, ν)+β− lt(λ; Id) the constant terms cancel. Therefore each bi of Theorem 6.5 is
bounded above by linear combination in the parts of µ, ν appearing. Explicitly, we
find that b1 ≤ N , bi ≤ 2N for 2 ≤ i ≤ m and bm+j ≤ (2m−1)N for 1 ≤ j ≤ n−2.
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As before, combining the previous result with Proposition 6.1, we obtain the
following bound for the Kronecker coefficients.

Corollary 6.8. Let m,n be positive integers, and λ, µ, ν be partitions of N of lengths
at most mn,m, n respectively. Then

gλ,µ,ν ≤
(mn)!

2
R2 (25)

where R2 is the expression on the right-hand side of Inequality (24).

The bound given in line (25) is O(Nd), where d is the difference between the
number of columns and rows of Am,n—that is:

d =

(

mn

2

)

−

(

n

2

)

−

(

m

2

)

− n−m+ 2

whereas the bound given in [30] is O(N (mn)2). Note that this analysis holds for the
case when ℓ(µ) = m, ℓ(ν) = n, ℓ(λ) = mn. For example, the bound given by Pak
and Panova is stronger if ℓ(λ) = ℓ(µ) = ℓ(ν) = m since in this case their bound is

O(Nm3
), while our bound is O(N(m

2

2 )−2(m2 )−2m+2). If ℓ(µ) = m, ℓ(ν) = n are fixed,
we find that the exponent x given by our O(Nx) expression is smaller when

ℓ(λ) >
mn

2
−

(

m2 + n2 +m+ n− 4

2mn

)

−
1

2
(26)

and larger when the inequality is flipped. Note that for ℓ(µ), ℓ(ν) ≥ 2 (i.e. m,n ≥ 2),
the expression on the right-hand side of (26) is smaller than mn

2
.

We give the explicit bound in the m = n = 3 case for which there is no efficient
computational tool.

Corollary 6.9. For all partitions λ, µ, ν of N with ℓ(µ), ℓ(ν) ≤ 3, ℓ(λ) ≤ 9.

gλ,µ,ν ≤
9!

2

(

b1 + 15

15

)(

b2 + 7

7

)(

b3 + 1

1

)(

b4 + 3

3

)

where

b1 = ν2 + ν3 − λ4 − λ5 − λ6 − λ7 − λ8 − λ9,

b2 = µ2 + µ3 + ν2 + ν3 − λ2 − λ3 − λ4 − λ5 − 2λ6 − 2λ7 − 2λ8 − 2λ9,

b3 = µ3 + ν2 + ν3 − λ3 − λ4 − λ5 − λ6 − λ7 − 2λ8 − 2λ9,

b4 = µ2 + 2µ3 + 2 ν2 + 3 ν3 − λ2 − 2λ3 − 2λ4 − 3λ5 − 3λ6 − 4λ7 − 4λ8 − 5λ9.

Example 6.10. Table 1 presents bounds on gλ,µ,ν where λ = (15, 15, 15, 10, 10, 10,
10, 10, 5), µ = (35, 35, 30), ν = (40, 30, 30).

The bound given by Inequality 2 by Pak and Panova is better on some examples.
From our experience our bound is the better choice when λ is close to rectangular
due to the large coefficients on small parts of λ.
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Source Bound

Corollary 6.6 1.42 · 1016

Corollary 6.8 5.38 · 1045

Pak and Panova, Inequality (2) [29] 2.84 · 1027

Pak and Panova, Inequality (3) [30] 1.13 · 1054

Table 1: Upper bound comparison for g153 105 5,352 30,40 302

7 Conclusion and open problems

The partition function approach to Kronecker functions is elementary, yet provides
a useful structure to calculate values and upper bounds. The notion of the atomic
Kronecker Coefficient is very useful to determine vanishing conditions, bounds, and
also to generate stable triples. We summarize a few open problems.

1. Prove that the atomic Kronecker coefficient g̃
m,n
λ,µ,ν is an upper bound for the

Kronecker coefficient gλ,µ,ν for general partitions. Proving this would allow us to

remove the factorial growth in the lengths m,n (the (mn)!
2

term).

2. Determine which alternant terms make a non-zero contribution to the Kronecker
coefficient, and find cancelling terms (i.e. determine the minimal number of σ ∈
Smn needed to sum over in Eq. (4)). This would speed up the computation of
the Kronecker coefficients since it reduces the number of vector partition function
evaluations necessary.

3. For λ, µ, ν with ℓ(µ), ℓ(ν) ≤ 2, ℓ(λ) ≤ 4 one can compute gλ,µ,ν via Theorem 1.5
with m = n = 2. One can also apply this computation with m = 2, n = 3 (or any
choice of m,n), however in this case one gets many more alternant terms. Is there
a way to exploit this in order to simplify the expression in the m = 2, n = 3 case
(and in general)?

4. Explore the structure of the poset in the discussion preceding Lemma 4.3 for
general m,n.

5. Compute pA3,3 as a piecewise quasi-polynomial.

Appendix A. Proof of Theorem 6.5

We begin by restating Theorem 6.5.

Theorem 7.1. Let m,n be positive integers, and λ, µ, ν be partitions with ℓ(λ) ≤
mn, ℓ(µ) ≤ m, ℓ(ν) ≤ n. Then:

g̃
m,n
λ,µ,ν ≤

(

b1 + c1

b1

)(

b2 + c2

b2

)(

bm+n−2 + c3

bm+n−2

) m
∏

i=3

(

bi + f1(i)

bi

) n−3
∏

j=1

(

bm+j + f2(j)

bm+j

)

,
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where b = (b1, . . . , bm+n−2) = bm,n(λ, µ, ν; Id) and

c1 = (m2 − 1)(n− 1)− 1,

c2 = (m− 1)(n− 1)2 − 1,

c3 =

(

m− 1

2

)

(n− 1) + (m− 1)− 1,

f1(i) = 2

(

n− 1

2

)

(i− 2)− 1,

f2(j) = (n− j − 1)(m− 1)− 1.

Proof. For each of column c of Am,n we analyze which of the indices 1 ≤ h ≤
m + n− 2 are non-zero, in order to understand which of the standard basis vectors
e1, . . . , em+n−2 we may use to replace c with. The columns of Am,n arise from the
binomials of A, . . . ,F from lines (8)–(12) after the substitution to s, t variables.

Explicitly, if column c of Am,n corresponds to the binomial 1 −
m−1
∏

u=0

n−2
∏

v=1

spuu trvv for

non-negative integers p0, . . . , pm−1, r1, . . . , rn−2, then

ck =

{

pk−1 if 1 ≤ k ≤ m

rk−m if m+ 1 ≤ k ≤ m+ n− 2.
.

If ck is non-zero, then by Proposition 6.3, we can replace column c by ek. In the
following discussion, we analyze each column of Am,n to find which standard basis
vectors may be used to replace it in order to obtain bounds. The information is
collected in Table 2. Note that we only three cases—when replacement can be done
via the standard basis vector e1, when it can be done via e2, or when any of the
standard basis vectors em+b for b = 1, . . . , n− 2 can be used. We use this approach
in order to keep the number of cases relatively low.

column origin binomial # columns e1 e2 em+b

A 1−
yj
xi

(m− 1)(n− 1) X

B 1− xiyj (m− 1)(n− 1) X X X

C 1− xi (m− 1)(n− 1) X X

C 1− yj (m− 1)(n− 1) X X X

D 1−
xiyj
xk

2
(

m−1
2

)

(n− 1) X X X

D 1−
xiyj
yk

2
(

n−1
2

)

(m− 1) X

E 1− xkyl
xiyj

2
(

n−1
2

)(

m−1
2

)

F 1− xk

xi
(n− 1)

(

m−1
2

)

X

F 1− yl
yj

(m− 1)
(

n−1
2

)

Table 2: Columns of Am,n and the standard basis vectors which can be used
to replace them.
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For each column type (defined by the form of the binomial it arose from), we
provide the number of such columns and illustrate which of the standard basis vectors
in the set {e1, e2} ∪ {em+b}1≤b≤n−2 can be used to replace such a column.

Columns arising from A

The binomials of A are of the form 1−
yj
xi

for 1 ≤ i ≤ m− 1, 1 ≤ j ≤ n− 1. There
are (m−1)(n−1) columns of this type. After the variable substitution, the binomial
in s, t arising from a given i, j is

1− s0(si+1 . . . sm−1)(t1 . . . tn−2)
m−1−i(t1 . . . tj−1).

Here s0 appears for each choice of i, j. Therefore we can replace any of the columns
arising from A by e1. We thus choose e1 to replace all such columns.

Columns arising from B

The binomials of B are of the form 1− xiyj for 1 ≤ i ≤ m− 1, 1 ≤ j ≤ n− 1. There
are (m−1)(n−1) columns of this type. After the variable substitution, the binomial
in s, t arising from a given i, j is

1− (s1 . . . si)(t1 . . . tn−2)
i(s0 . . . sm−1)(t1 . . . tn−2)

m−1(t1 . . . tj−1).

Each sa and tb, (0 ≤ a ≤ m − 1, 1 ≤ b ≤ n − 2) appear for all choices of i, j.
Therefore we can replace any of the columns arising from B by any of the standard
basis vectors e1, . . . , em+n−2. We choose e1 to replace all such columns.

Columns arising from C

There are two types of binomials arising from C.

The first type of binomial of C is of the form 1 − xi for 1 ≤ i ≤ m − 1. In this
case each binomial is raised to the power n− 1, so there are (m− 1)(n− 1) columns
of this type. After the variable substitution, the binomial in s, t arising from a given
i is

1− (s1 . . . si)(t1 . . . tn−2)
i.

Here s1 and tb (1 ≤ b ≤ n− 2) appear for all choices of i. Therefore we can replace
any of the columns of the first type arising from C by e2 or em+b for 1 ≤ b ≤ n− 2.
We choose e2 to replace all such columns.

The second type of binomial of C is of the form 1− yj for 1 ≤ j ≤ n− 1. In this
case each binomial is raised to the power m− 1, so there are (m− 1)(n− 1) columns
of this type. After the variable substitution, the binomial in s, t arising from a given
j is

1− (s0 . . . sm−1)(t1 . . . tn−2)
m−1(t1 . . . tj−1).

Here each sa, tb (0 ≤ a ≤ m−1, 1 ≤ b ≤ n−2) appear for all choices of j. Therefore
we can replace any of the columns of the second type arising from C by any of the
standard basis vectors e1, . . . , em+n−2. We choose e1 to replace all such columns.
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Columns arising from D

There are two types of binomials arising from D. The first type of binomial of D is
of the form 1 −

xiyj
xk

for 1 ≤ i ≤ m − 1, 1 ≤ k ≤ m − 1, 1 ≤ j ≤ n − 1 with k 6= i.

There are 2
(

m−1
2

)

(n − 1) columns of this type. After the variable substitution, the
binomial in s, t arising from a given choice of i, j, k is

1− (s0 . . . si)(sk+1 . . . sm−1)(t1 . . . tn−2)
m+i−k−1(t1 . . . tj−1).

Here s0, s1 and tb (1 ≤ b ≤ n− 2) each appear for all choices of i, j, k. Therefore, we
can replace any of the columns of the first type arising from D by e1, e2 or em+b for
1 ≤ b ≤ n− 2. We choose e1 to replace all such columns.

The second type of binomial of D is of the form 1 −
xiyj
yk

for 1 ≤ i ≤ m − 1, 1 ≤

j ≤ n − 1, 1 ≤ k ≤ n − 1 with k 6= j. There are 2
(

n−1
2

)

(m − 1) columns of this
type. After the variable substitution, the binomial in s, t arising from a given choice
of i, j, k is

1− (s1 . . . si)(t1 . . . tk−1)
i−1(tk . . . tn−2)

i(t1 . . . tj−1).

Here s1 appears for each choice of i, j, k. Therefore we can replace any of the columns
of the first type arising from D by e2. We thus choose e2 to replace all such columns.

Columns arising from E

The binomials of E are of the form 1− xkyl
xiyj

for 1 ≤ i < k ≤ m− 1, 1 ≤ j ≤ n− 1, 1 ≤

l ≤ n− 1 with j 6= l. There are 2
(

n−1
2

)(

m−1
2

)

columns of this type. After the variable
substitution, the binomial in s, t arising from a given choice of i, j, k, l is

1− (si+1 . . . sk)(t1 . . . tj−1)
k−i−1(tj . . . tn−2)

k−i(t1 . . . tl−1).

Here none of the variables appear for each choice of i, j, k, l. However, for any q =
2, . . . ,m − 1, we may consider the set of rows for which sq appears and no sr with
r > q appears. In each of these cases using eq+1 to replace the row is a sensible choice
for any choice of q. There are

2

(

n− 1

2

)

(q − 1)

such columns for each 2 ≤ q ≤ m− 1 (note that q 6= 1 since i+ 1 ≥ 2).

Columns arising from F

There are two types of binomials arising from F . The first type of binomial of F
is of the form 1 − xk

xi
for 1 ≤ i < k ≤ m − 1. Each of these binomials is raised to

the power n− 1, so there are
(

m−1
2

)

(n− 1) columns of this type. After the variable
substitution, the binomial in s, t arising from a given choice of i, k is

1− (si+1 . . . sk)(t1 . . . tn−2)
k−i.
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Here tb (1 ≤ b ≤ n− 2) appears for all choices of i, k. Therefore we can replace any
of the columns arising from A by em+b for 1 ≤ b ≤ n − 2. We choose em+n−2 to
replace all such columns.

The second type of binomial of F is of the form 1− yl
yj

for 1 ≤ j < l ≤ n−1. Each

of these binomials is raised to the power m − 1, so there are
(

n−1
2

)

(m − 1) columns
of this type. After the variable substitution, the binomial in s, t arising from a given
choice of j, l is

1− (tj . . . tl−1)

Here none of the variables appear for all choices of j, l. However, for any q =
1, . . . , n− 2 we may consider the set of rows for which tq appears but no tr appears
with r < q. In each of these cases using em+q to replace the row is a sensible choice
for any choice of q. There are

(n− 1− q)(m− 1)

such columns for each 1 ≤ q ≤ n− 2 (note that q < l, so q 6= n− 1).

Replacing each column via the process described above produces the bound given
in Theorem 6.5, where c1 + 1 is the number of columns replaced by e1, c2 + 1 is the
number of comlumns replaced by e2, c3 + 1 is the number of columns replaced by
em+n−2, f1(i) + 1 is the number of columns replaced by ei (for 3 ≤ i ≤ m) and
f2(j) + 1 is the number of columns replaced by em+j (for 1 ≤ j ≤ n − 3). Remark
that the added ones appear since c1, c2, c3, f1, f2 have incorporated the subtraction
by one necessary for the negative binomial coefficient.

Appendix B. Proof of Proposition 5.2

We begin by restating Proposition 5.2.

Proposition 7.2. Let λ, µ, ν be partitions of the same positive integer N with ℓ(µ) ≤
m, ℓ(ν) ≤ n, ℓ(λ) ≤ mn. Then bm,n(λ, µ, ν; Id) = 0 if and only if (λ, µ, ν) satisfy the
following equations:

µu = λu +

m+u(n−1)
∑

i=m+(u−1)(n−1)+1

λi for u = 1, . . . ,m,

ν1 =
m
∑

i=1

λi,

νv =
m−1
∑

i=0

λm+(n−1)i+v−1 for v = 2, . . . , n.

Proof. One can check that for λ, µ, ν respecting Eqs. (20)–(22) we do indeed get
bm,n(λ, µ, ν; Id) = 0.

The set of solutions (λ, µ, ν) to bm,n(λ, µ, ν; Id) = 0 over Rm+n+mn with |λ|= |µ|=
|ν| is ker(Q) for a matrix Q whose rows are given by the equations |µ|= |λ|, |ν|= |λ|
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and the coordinate-wise equalities bm,n(λ, µ, ν; Id)i = 0 for 1 ≤ i ≤ m+n−2. Below
we give the matrix Q′ obtained from Q by removing all columns indexed by λ. The
row corresponding to coordinate i of bm,n(λ, µ, ν; Id) is indexed by the s or t variable
from which the equation arises.

Q′ =

µ1 µ2 µ3 . . . µm−1 µm ν1 ν2 ν3 . . . νn−1 νn












































































|µ|= |λ| 1 1 . . . . . . . . . 1 0 0 . . . . . . . . . 0
|ν|= |λ| 0 0 . . . . . . . . . 0 1 1 . . . . . . . . . 1

s0 0 0 . . . . . . . . . 0 0 1 1 . . . . . . 1
s1 0 1 1 . . . . . . 1 0 1 1 . . . . . . 1
s2 0 0 1 . . . . . . 1 0 1 1 . . . . . . 1
...

...
...

...
sm−1 0 0 0 . . . 0 1 0 1 1 . . . . . . 1
t1 0 1 2 . . . m− 2 m− 1 0 m− 1 m m . . . m

t2 0 1 2 . . . m− 2 m− 1 0 m− 1 m− 1 m . . . m
...

...
...

...
tn−2 0 1 2 . . . m− 2 m− 1 0 m− 1 m− 1 m− 1 . . . m− 1

The rank of Q′ is m + n. Therefore Q also has rank m + n, and so ker(Q) has
dimension mn and co-dimension m+n. Since the set of λ, µ, ν respecting Eqs. (20)–
(22) also has co-dimension m + n, we see that the two systems of linear equations
are equivalent.

Appendix C. Proof of Theorem 5.4

In [23], Manivel gives a description of the stable faces of the Kronecker polyhedron in
terms of a particular type of standard tableau. A standard tableau T of shape m×n

is additive if there exist increasing sequences x1 < x2 < · · · < xm, y1 < y2 < · · · < yn
with the property that

T (i, j) < T (l, k) ⇐⇒ xi + xj < xl + xk.

For an m × n additive tableau T and partition λ of length at most mn, Manivel
defines the partitions aT (λ) and bT (λ) as follows:

aT (λ)i =
m
∑

j=1

λT (i,j) for i = 1, . . . ,m,

bT (λ)j =
n

∑

i=1

λT (i,j) for j = 1, . . . , n.

Then (λ, aT (λ), bT (λ)) is a stable triple [23, Prop. 7] and the set {(λ, aT (λ), bT (λ)) :
ℓ(λ) ≤ mn} is a face of the Kronecker polyhedron of minimal dimension [23, Prop. 9].
We now restate Theorem 5.4, and then show that τm,n can be described by an additive
tableau, thus proving that each λ, µ, ν satisfying Eqs. (20)–(22) is a stable triple.
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Theorem 7.3. Each triple λ, µ, ν satisfying Eqs. (20)–(22) is a stable triple. More-
over, the cone τm,n is a stable face of PKronmn,m,n.

Proof. Consider the tableau

T =















1 m+ 1 m+ 2 . . . m+ n− 1
2 m+ (n− 1) + 1 m+ (n− 1) + 2 . . . m+ 2(n− 1)
3 m+ 2(n− 1) + 1 m+ 2(n− 1) + 2 . . . m+ 3(n− 1)
...

...
...

...
m m+ (m− 1)(n− 1) + 1 m+ (m− 1)(n− 1) + 2 . . . mn















defined by

Ti,1 = i for i = 1, . . . ,m,

Ti,j = m+ i(n− 1) + j for i = 2, . . . ,m, j = 1, . . . , n.

It is straightforward to check that for any λ with ℓ(λ) ≤ mn, aT (λ) and bT (λ) are
the partitions µ and ν defined by Eqs. (20)–(22). We now show that T is an additive
tableau.

Consider the sequences

xi = (i− 1)(n− 1) for i = 1, . . . ,m,

and
y1 = 0, yj = (m− 1)(n− 1) + j − 1 for j = 2, . . . ,m.

If Ti,j < Tk,l, we have three main cases to consider.

1. If l = 1, then j = 1, and so i < k. In this case xi + y1 < xk + y1 since xi < xk.

2. If l ≥ 2 and j = 1, then

xi + y1 ≤ (m− 1)(n− 1)

< (m− 1)(n− 1) + 1

≤ xk + y2

≤ xk + yl

3. If l, j ≥ 2, then Ti,j < Tk,l if and only if i < k or (i = k and j < l).
If i < k, then

xi + yj = (i− 1)(n− 1) + (m− 1)(n− 1) + j − 1

< i(n− 1) + (m− 1)(n− 1) + 1

≤ xi+1 + y2

≤ xk + yl

so xi + yj < xk + yl.
If i = k and j < l, then xi + yj < xk + yl since yj < yl.
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Therefore T is an additive tableau and τm,n is the face associated to T . Thus, we
conclude that each triple of partitions λ, µ, ν satisfying Eqs. (20)–(22) is stable, and
that τm,n is a stable face of PKronmn,m,n.

Remark 7.4. In [23], Manivel introduces the (T, λ)-reduced Kronecker coefficient
gT,λ(α, β, γ) to be the stable value of the sequence (gα+kλ,β+kµ,γ+kν)k≥0. He also
shows that the (T, λ)-reduced Kronecker coefficient counts integral points in a poly-
tope PT,λ (and thus may be written as a vector partition function). It may be
interesting to compare (T, λ)-reduced Kronecker coefficients (for the T given above)
and atomic Kronecker coefficients for a given m,n (although the choice of λ is not a
priori obvious).

Acknowledgments

We are extremely grateful to have been given access to the computational resources
provided by WestGrid (www.westgrid.ca) and Compute Canada Calcul Canada
(www.computecanada.ca). We also thank John Hebron for important technical as-
sistance locally. Both authors benefited from the financial support of the National
Science and Engineering Research Council (NSERC) of Canada, via NSERC Discov-
ery Grant RGPIN-2017-04157. We also wish to explicitly acknowledge the important
support of Mercedes Rosas and Sheila Sundaram throughout this project. Their feed-
back, commentary and insights have been essential.

References

[1] T.V. Alekseevskaya, I.M.Gelfand and A.V. Zelevinskǐi, Distribution of real
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